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Background

• Markov Decision Process (MDP)
• Mathematical framework for modeling decision making

• 4 tuple set (S, A, P, R, y) where:
• S is set of states

• A is set of actions

• P is set of transition probabilities to the next state

• R is reward after moving to the next state

• y is discount factor applied on back-propagated future rewards

• Constrained Markov Decision Process (CMDP)
• Adds an extra parameter c

• Keeps costs of actions under a specified threshold



Background Cont.

• Reinforcement Learning (RL)
• Agent that interacts with a MDP (environment)
• Chooses actions based on probabilities
• Updates probabilities based on rewards
• Learns an optimal policy for the environment

• Offline Reinforcement Learning
• Agent that interacts with only collected data from an MDP
• Normally can only take actions that occurred in the data
• Difficult to improve on the policy already present in the data

• Long Short-Term Memory Neural Network (LSTM)
• Predicts future states based on time series data



An MDP Example

• Powerplant furnace environment with:
• states: flame temp, efficiency, emissions, air intake, supplied fuel, heat demand

• Actions: supply fuel (time), change air intake (%)

• Rewards: limit fuel, lower emissions, keep temp high

• Normal RL approach would not work
• RL involves learning from mistakes

• Could blow up the furnace during training

• Solution: offline approach on collected data



Solution

• DeepThermal
• Propose Model-based Offline RL with Restrictive Exploration (MORE)

• Offline RL approach to thermal power generating unit (TPGU) optimization
• a constrained Markov decision process

• Problem: not all possible actions are taken by human agents

• Solve offline RL problems with a simulated system
• LSTM trained on dataset to predict unknown future states!

• Can approximate unseen states based on unseen actions

• MORE can learn optimal actions to lower harmful emissions!



Solution Details

• DeepThermal Constrained Markov Decision Process
• States:

• Chemical property of fuel (fuel strength)

• Sensor data (temp, pressure, humidity, demand)

• Actions:
• Adjustments of control variables

• Valves, intakes, baffles, shakers (continuous)

• Rewards:
• Increase efficiency Effi

• Reduce NOx Emi

• 𝑟𝑡 = 𝑎𝑟𝐸𝑓𝑓𝑖𝑡 + 1 − 𝑎𝑟 𝐸𝑚𝑖𝑡

• Costs:
• Safety constraints

• Load, internal pressure, temperature



Solution Details Cont.

• Dataset
• 𝛽 = (𝑠, 𝑎, 𝑠′, 𝑟, 𝑐)
• Generated by unknown behavior policies (humans)

• Simulator
• Add simulated data to allow exploration

• Goal:
• Learn policy 𝜋∗ 𝑠 from 𝛽 that maximizes reward 𝑅(𝜋)
• Control costs 𝐶(𝜋) below a threshold 𝑙

• 𝜋∗ = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑅 𝜋 s. t. 𝐶 𝜋 ≤ 𝑙



Combustion Process 
Simulator
• Customized deep recurrent neural network

• Structured like physical combustion process

• LSTM to capture temporal correlations

• Predicts future states

• Techniques:
• MSE, Seq2seq, Scheduled sampling, Data augmentation

• Drawbacks
• Loses accuracy over increased time

• Loses accuracy based on unseen actions



MORE Framework

• MORE policy optimization uses Q-functions
• 𝑄𝑟: reward maximization

• 𝑄𝑐: cost evaluation

• Q(x): probability that a normal random variable 
takes a value larger than x

• Hybrid training approach
• Mostly trained on original dataset

• Occasionally interacts with simulator
• Restrictive exploration

• Reduces out-of-distribution states and actions



Experiments

• Time-series simulator comparisons
• ARIMA

• GBRT

• DNN

• Stacked LSTM

• MORE vs human policy on TPGUs
• With different load settings

• MORE vs state-of-the-art offline RL models
• Standard offline RL benchmark D4RL (Fu et al. 2020)

• Other models:
• BCQ, BEAR, BRAC-v, MOPO, MBPO



Results

• Simulator results:

• MORE results



Conclusion

• MORE outperforms state-of-the-art offline RL models
• Leverages generalizability of imperfect models

• Avoids exploitation errors on out-of-distribution samples

• DeepThermal is the first offline RL model deployed on real world tasks 
• More has been successfully deployed in four real world powerplants in China

• Technology could be used in many different mission-critical industries
• Self driving cars

• Robotics

• Healthcare
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